
Indeed, one clear principle behind 
responsible AI is that responsibility 
must be considered at all stages of 
a product’s lifecycle — from initial 
concept, all the way through design 
and implementation, to adoption and 
use. Responsible AI is like a chain  
— a weak link means the whole  
system fails the responsibility test.

In our forthcoming book,1 we 
think about this issue in the context 
of three dimensions: governance, 
process and product. Each of these are 
characteristics of how an AI system 
is developed, and the care and rigour 
applied in each dimension will affect 
the extent to which the system can  
be considered responsible.

Governance 
If you are an organisation developing or 
using AI, what governance do you have 
in place to ensure the AI is responsible? 
Governance in AI is a huge topic, which 
can’t be fully covered here. But some 
of the questions organisations should 
be addressing are: Where is AI used in 
my organisation? What data is used to 
train the AI and do we have the right 
to use that data? Has the data been 
properly curated to ensure it isn’t 
inherently biased? Have we considered 
what can go wrong and put in place 
mitigation strategies, or have we just 
assumed the AI will work as intended 
and everything will be okay?

Process 
The best governance framework in 
the world won’t save you unless your 
organisation has rigorous processes 
in place to monitor whether things 
are being done responsibly. Are the 
right kind of people involved in the 

development of your AI system (i.e., 
end users, and any relevant external 
stakeholders)? Have you defined 
what ‘responsible AI’ means in your 
particular context, and is this definition 
specific enough to be falsifiable? Have 
you introduced any relevant training 
for your workforce? Does your culture 
support responsible AI — is there 
psychological safety so that people 
feel free to speak up if needed? Is there 
a “human in the loop” for any critical 
decisions that an AI might make?

Product 
The final dimension is the AI system 
— or product — itself. Important 
considerations here relate to the 
detailed design of an AI system and 
ensuring that best design practices are 
incorporated to ensure responsibility. 
This could involve, for example, having 
redundant systems so that a critical 
system doesn’t rely on AI alone, 
quarantining new AI features until they 
have been shown to work responsibly 
in the field, or undertaking continuous 
real-time testing of an AI product so 
that responsibility can be monitored. 

Broader societal risks
Our first two categories of responsible 
AI are concerned with AI systems 
and how they need to be managed 
at an organisational level. Arguably 
more important than this, however, 
is to understand the broader societal 
impacts of an AI system and whether 
there are unknown, unanticipated or 
unintended negative system-level 
consequences. As a good example, 
even if ChatGPT were implemented 
without any biases or hallucinations, 

the computing machinery needed to 
train and run ChatGPT for millions of 
users can have significant negative 
environmental impacts. Another 
example of negative consequences 
concerns those critical minerals that 
need to be dug out of the ground to 
build the data centres and mobile 
phones required to run AI. A third 
example is the use of low-paid workers 
in Africa to train ChatGPT, who were 
asked to label text containing violent, 
sexist and racist remarks so that 
ChatGPT could avoid generating  
such text.4 

Broader societal risks are the 
hardest risks to manage. They are 
often hidden and not talked about. 
Systems thinking is one way to help 
understand and manage these hidden 
risks. Another way is to engage with 
experts outside the technology 
disciplines, such as lawyers, social 
scientists and anthropologists. These 
experts will typically bring a different 
lens that can enable hard questions 
to be asked that otherwise might go 
unnoticed. 

While it is difficult, if not 
impossible, to guard against all 
negative unintended consequences, 
a truly responsible approach to 
AI development and deployment 
will involve a rigorous attempt to 
understand not just the AI system’s 
risks but also the risks arising from 
how that AI system is used in a broader 
environmental and social context.
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THE FIELD OF ‘responsible AI’, which 
has become increasingly popular in 
recent months, is intended to put the 
development and adoption of AI on 
a sound footing and to ensure that AI 
has net positive benefits for society.

This is a broad definition, however. 
This article delves into the details and 
refines what responsible AI means in 
practice. In our forthcoming book on 
the topic,1 my co-authors and I came 
up with the following definition:

There are many benefits arising 
from AI. CSIRO’s Everyday AI podcast2 
presents many examples where AI is 
benefiting society: Tennis Australia is 
using AI to assist blind spectators to 
watch tennis more easily; CSIRO and 
Google are using AI to help manage 
invasive species in the Great Barrier 
Reef; conservationists are using AI to 
help track biodiversity; at St Vincent’s 
Hospital in Melbourne, AI is reducing 
the time it takes for women to get the 
results of breast cancer scans; and AI 
is also being used as a tool by artists 
such as the Grammy Award—winning 
pop duo Yacht, who use AI to help 
write their music.

This article could go on for 

pages about all the benefits, but 
the focus here is on the potential 
negative consequences of AI and 
how to minimise them. What are 
these negative consequences? 
Unfortunately, there are many.

AI risks can be divided into three 
categories: risks associated with  
the use of the technology, risks that 
arise from how the technology is 
developed, and broader societal risks.

Risks from AI use
Let’s take ChatGPT as an example. 
Putting aside consideration of how this 
was developed and its many benefits, 
two of the well-known issues with 
ChatGPT are bias and hallucinations:

Bias  
It’s been known for years that AI 
systems can suffer from bias. One of 
the earliest public examples of this 
was the COMPAS system in the US, 
which was used to predict reoffender 
rates at parole boards but was found 
to discriminate against black people.3 
In the case of ChatGPT, because it is 
trained on a large proportion of the 
text available on the internet, and 
because a lot of that text is biased and 
discriminatory, ChatGPT can also be 
biased and discriminatory.  
In recent times, significant effort has 
been put towards trying to reduce 
bias in AI systems — for example, 
there are guardrails in ChatGPT that 
avoid much of the potential bias and 
discrimination. So one might ask, is 
ChatGPT an example of responsible 
AI? It’s hard to say — the time and 
effort put into developing guardrails 
is evidence of a responsible approach. 

On the other hand, ChatGPT still 
suffers from some bias issues, which 
doesn’t look like responsible AI. This 
example illustrates that responsibility 
in relation to AI isn’t necessarily 
based on a binary between entirely 
responsible and irresponsible. Rather, 
responsibility lies on a spectrum,  
much like AI itself.

Factual inaccuracies  
(or hallucinations) 
AI systems are never 100% accurate. 
This is the nature of the technology. 
Data-driven AI, in particular, applies 
statistics to look for patterns in 
data. But statistics, by definition, are 
not 100% accurate — it’s all about 
probability. So a self-driving car will 
never perfectly identify obstacles 
in its path. And an AI-driven movie 
recommendation system can’t always 
recommend the movie you want to 
see right now. Of course, AI systems 
don’t need to be 100% accurate to 
be useful. However, some AI systems 
need higher degrees of accuracy than 
others. In the ChatGPT world, these 
factual inaccuracies have been called 
‘hallucinations’. Examples range from 
making up fake citations in academic 
papers, to providing wrong answers 
to simple math puzzles, and faking 
people’s bios. So are AI systems that 
hallucinate irresponsible? Again, it 
depends on what the AI system is used 
for. Context matters when it comes to 
responsible AI.

Risks in AI development
Responsible AI isn’t only about the end 
product. It’s also about the way the 
product is designed and developed. 

Responsible AI is the practice of 
developing and using AI systems 
in a way that provides benefits to 
individuals, groups and the wider  
society while minimising the risk 
of negative consequences.
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