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Responsible AI is the development and use of AI 
systems in a way that upholds ethical principles 
of fairness, transparency and privacy. It involves 
understanding how AI technologies may have 
a negative impact on members of our society, 
the risks that are involved in leveraging AI 
technologies, and how we might counter those 
through the application of ethical principles.

It involves being transparent about how and 
when AI is being used, transparency in the 
provenance and sharing of data, fairness 
and equity in accessibility and benefit, and 
accountability for outcomes. It must be aware 
of and embrace diversity and inclusion to 
not perpetuate bias or discrimination, and 
considerate of different cultural, social and 
demographic backgrounds.

AI is changing the 
way people work
How do we skill our future 
workforce to ensure these  
new jobs stay on shore?
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WHILE WE DON’T know what the 
future workplace is going to look like, 
we do know that artificial intelligence 
(AI) is already fundamentally 
changing it and the skills that our 
future workforce will need. 

Enhancing disease diagnosis 
and predicting patient outcomes 
in our healthcare systems, creating 
personalised learning opportunities 
for students, freeing up human 
workers by taking on and automating 
repetitive tasks, and improving the 
safety of our workplaces through 
predictive maintenance and 
monitoring are just some of the 
examples of how AI can provide 
a significant opportunity for our 
society and workforce. But how do 
we set ourselves up to successfully 
engage with these changes, and to 
ensure that our workforce is prepared 
to lead in this space?

Key to our response is investment 
in STEM (science, technology, 
engineering and mathematics) 
education as a continued priority in 
schools and universities. We need 
to ensure we create the talent pool 
required to handle the challenges 
and opportunities presented by AI, 
starting with promoting core digital 
literacy and AI awareness from an 
early age, building awareness of basic 
AI concepts, tools and platforms 
along with broader digital literacy 
skills and an awareness of ethical 
considerations and potential societal 
impacts to shape the development 
and deployment of AI in a responsible 
manner. 

Our investment in STEM 
education must have an emphasis 
on AI education and training. There 
is a need to develop AI-focused 
educational programs and training 
initiatives to support our schools in 
building the fundamentals and our 
universities and other educational 
institutions in shaping the next 
generation of STEM and AI experts, 
as well as supporting a culture of 
reskilling and continuous learning 
in our workforce. Furthermore, AI is 
changing rapidly — so this is not a 
once-off education need but must 

be an ongoing process in line with the 
rapid pace of technological change.

This investment must come 
from both the education sector and 
industry. Industry needs to partner 
with educational institutions to 
invest in the reskilling and upskilling 
of their teams, and to support 
workers transitioning from declining 
industries into AI-driven fields, 
mitigating job displacement and 
supporting economic growth.  

How do we do this? Supporting 
our schools in STEM education, and 
our teachers, needs to be one of 
our highest priorities, ranging from 
offering ongoing, sustained teacher 
professional learning to allow our 
teachers to enhance their STEM 
expertise and build awareness of 
AI. This requires building dedicated 
AI-focused professional learning and 
curriculum, integrating real-world 
applications, and partnering with 
industry to align and reflect the 
latest industry trends and real-world 
examples of careers and impact.

But we are not starting from 
nothing — we can continue to 
support the many existing STEM-
focused professional learning 
programs that are currently 
supporting so many of our teachers. 

We have some fantastic 
programs across Australia, including 
Early Learning STEM Australia, 
Education Services Australia’s Digital 
Technologies Hub, CSER STEM 
Professional Learning Program, 
and CSIRO’s STEM Professionals in 
Schools program, providing a direct 
link from industry to our schools. 

Beyond professional 
development, there is a wealth of 
STEM clubs and competitions calling 
out for industry and community 
support — encouraging students 
to actively participate in scientific 
experiments, engineering projects 
and coding exercises; fostering 
creativity; motivating students; 
and building a sense of community. 
Assisting these communities to 
support AI-specific opportunities and 
working with industry will enable rich 
AI-focused educational experiences 

that are relevant to the needs of both 
industry and community. 

We need to promote diversity 
and inclusion in our offerings. 
Encouraging our next STEM 
generation to see its place in the 
future STEM workforce will set us 
up as a nation ready to harness 
the diversity of thought needed for 
innovation and creativity, leading 
to robust and ground-breaking 
solutions that reflect the needs of our 
society. We also need to support and 
encourage representation of women 
and other minority groups in the 
future AI workforce. 

As we grow to rely more and 
more on AI, we must be confident 
that our AI systems do not 
perpetuate bias or discrimination, 
and that our AI solutions are inclusive 
and considerate of different cultural, 
social and demographic backgrounds. 

This is not intended to encourage 
all students to pursue a career in 
STEM. We also need to consider 
how students across all discipline 
(and workforce) areas will build 
their knowledge of AI, and of how to 
leverage it, how to work with it and 
when to trust it. Learning about how 
AI is being applied across different 
fields, including healthcare, finance 
and customer service, will open 
up new opportunities and career 
pathways for all graduates, and help 
all of our industry sectors embrace 
what AI can offer. 

To support our industries 
to engage successfully with the 
changing world of AI requires 
investment in relevant infrastructure, 
ensuring that the necessary 
technological infrastructure, such 
as high-speed internet and cloud 
computing services, is widely 
accessible and that the digital 
divide in our society is mitigated. 
Programs that support and promote 
AI entrepreneurship and innovation, 
encouraging start-ups and small 
businesses to engage with AI, will 
be critical to building a workforce 
ready to take on the challenge of AI, 
and to foster and keep our future 
generations of STEM graduates.
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